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Abstract
The use of different media such as photography and virtual reality combined with different presentation modalities
may provide a user with an extraordinary tool for exploration and appreciation of real work of art. This is es-
pecially important in case of time-spatial works-of-art where the problem of functionalities presentation becomes
much more demanding. The possibility offered by latest graphics machines has attracted the interest of researchers
to investigate this new area. The goal of the presented work is the creation of a multi-modal presentation of a piece
of contemporary art, tightening the relation between computer graphics and arts. The focus is on an application
that it is capable to cope in real-time with simulation of mirror reflections including multi-reflections. The results
were very encouraging which led to optimistic conclusions with a wide range of options for future works.

Categories and Subject Descriptors(according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

1. Introduction: Visual Arts and Virtual Reality

Contemporary art is very often misunderstood by ordinary
people. Compositional tasks go beyond classical harmo-
nization and proportions. Artists make use of time depen-
dent changeability, interactivity and visual illusions in or-
der to evoke certain effect among viewers. Installations con-
structed basing on such elements are called time-spatial
since with a passage of time their spatial characteristic is
being changed.

At the same time lack of sufficient exhibitions’ conditions
(e.g. lack of space for presenting all of pieces, installations
which can not be touched in the museum) make experiment-
ing with pieces-of-art unavailable for people. A kind of rem-
edy to the problem is making a sophisticated multi-modal
presentation being a substitute of a real object and providing
user with wide variety of experiences. These media com-
prise: photographs, description, animation, film, multimedia,
interactive application and virtual reality. All of the media
may co-exist within one complementary presentation. The
aesthetical experience which makes sense of the piece-of-art
presentation is not only connected with external appearance
but with internal functionalities conceptualization as well. In

case of time-spatial works-of-art the problem of functionali-
ties presentation becomes much more demanding.

Non-interactive techniques let user follow predefined
mean of presentation. The most characteristic compositional
features of certain pieces of art might be revealed automat-
ically so that the viewer is just a witness of subsequent
changes in a piece-of-art appearance and functionality, e.g.
pictures made of light illuminations, computer animations.
For example photographs which are flat reproductions of
the installation reduce its third dimension. Spatial features
can be just imagined by multiplying the number of photos
connected with different points of view. Unfortunately such
mean of presentation is incomplete due to its discontinu-
ity and lack of thorough object observation possibility. An-
other methods providing possibility of time-spatial works-
of-art presentation are film and computer animation. They
can more thoroughly retrieve time and spatial object’s fea-
tures but at the same time limits perspective and duration of
the presentation. The user can not much influence presenta-
tion chronology. He can just stop it, rewind or play slower.
Computer animation provides much more possibilities but in
comparison with a film has still not acceptable image steril-
ity.
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Figure 1: Cube with Mirrors: (a) exterior appereance, (b) flat open, (c) while opening.

By means of interactive methods like virtual reality ap-
plication, user may experiment personally with object’s re-
production and discover its functionality. The piece of art
might be revealed due to viewer activity, e.g. the observer
modifies properly designed components of the installations
and gradually discovers their features, i.e.: installations re-
minding books, installations which components can be mod-
ified in a different way where elements are joined by means
of hinges, articulated and flexible joints or rollers, etc. This
most advanced manner of time-spatial works-of-art presen-
tation characterizes with similar to real world time percep-
tion. Especially, it concerns situations when events are trig-
gered by user and theirs’ duration depends on him. Vir-
tual world presentation can be treated as object’s simula-
tion rather then object’s reproduction. Simulation loop con-
trols user’s reactions, their influence on object’s behavior
and point of view orientation. Finally the most recent im-
age corresponding to an actual point of view position and
orientation is rendered.

None of the time-spatial works-of-art presentation meth-
ods are perfect. Presented solutions become either more
photo-realistic or more interactive. Unfortunately fully in-
teractive and visually photo-realistic solutions are not avail-
able yet due to lack of hardware and software advancement.
That is why the main goal of the paper is to provide a user
with an extraordinary tool for exploration and appreciation
of the real work of art through the use of different media
(e.g. photography, virtual reality) and presentation modali-
ties (e.g. observation, interaction).

The task of multi-modal presentation of real work-of-art
in virtual reality is described basing on six-sided parallel-
ogram, a cube, which contains six mirrors, such that each
mirror fully covers the internal part of each cube side (fig.1).
The author of this installation is a second year student of the
Graphics and Painting Faculty of the Academy of Fine Art
in Lodz in Poland, Malgorzata Filarska. The motivation for
the object making was to compose a piece of art having theo-
retically unconstrained time-spatial construction. The author
aim was to construct time-spatial piece-of-art providing in-
teresting, from a plastic point of view, subsequent (in time)

spatial events (by means of elements’ picking, method of
joining them to each other, determining changes in elements’
appearance and their origin). The author of the piece-of-art
has constructed transformable installation, and provided a
viewer with different operational and interpretational possi-
bilities. Simple elements’ joints assure wide spatial transfor-
mation possibilities. The usage of the mirrors for object’s
construction leads to a specific game between real elements
of the installations (mirror, wooden stick fixed to the mirror
surface), lines painted on the opposite side of mirrors and
reflections of the linear objects (real and painted, wooden
stick). Composition has both a simple construction and ele-
gant and clever transformation possibilities.

2. Related Work

There has been an interest in the recent time among re-
searchers in the thematic related to time-spatial work of
Arts [MP02], [WKP02]. Piotr Patyra [Pat05] investigates
the Jozef Robakowski “Mirror’s Ball” installation currently
present at the Museum of Art in Lodz. The object consists of
two elements: the spherical mirror and the ball. There could
be observed the distort reflection of the little ball, in the mir-
ror. In the mirror there is reflected a surrounding as well.
The ball is covered by the photos. The viewer can move the
ball. After changing the position of the ball, the reflection
in the mirror change. The ball can rolls at the mirror’s sur-
face on the specific elliptic path. Earlier the model “Rolls”
was created by Marcin Koman (master works by Andrzej
Jakubowski [Jak02] and Adam Ulacha [Ula02] [WKP02]).

Even though mentioned authors discussed problem of
works-of-art presentation quite thoroughly, none of them
tackle the problem of multi-level reflections. None of al-
ready written papers solve the problem of interaction with
installations comprising mirrors at high satisfactory level.
This paper presents complementary attitude towards presen-
tation of the piece-of-art in which reflections play one of the
main roles, where reflections considerably influence instal-
lation perceiving.
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3. The Mirror problem

Mirrors are brilliant and reflective surfaces, meaning that
when they are hit by the light this is not absorbed (for the
most) but, it bounces in a different direction. The new direc-
tion of every ray of light mainly depends on three factors: an-
gle of incidence, point of incidence (poi) and vector normal
to the surface in thepoi. In particular their relationship is de-
fined by the laws of reflection by Rene Descartes: "the angle
between the incident ray and the normal is equal to the angle
between the normal and the reflected ray". Please note that
mirrors behave differently depending on the surface (planar,
curved convex, curved concave). In Computer Graphics it is
often required to render a scene with reflecting surfaces or
even mirrors. The Raytracing method qualifies as a perfect
solution to the problem of reflection simulation, (the Ray-
tracing method simulates the behavior of rays of light when
they bounce among objects in a scene), but Raytracing typi-
cally is not real-time, so it cannot be considered in applica-
tions like computer games. An alternative solution to reflec-
tion simulation is Texture Mapping (where the scene is first
mirrored and then rendered on a texture). This technique is
faster but in case the point of view changes or some object
moves in the scene, it is necessary to re-render the texture.

3.1. Mirrors in Maya

Implementing mirrors inMaya is rather simple, (the Alias
Maya is a tool for CAD, a very popular high-end solution
in Computer Graphics). We use theMental Rayray-tracing
engine because this supports the use of a special material for
mirror simulation. In order to render mirror reflections we
use an algorithm which main steps are: (1) select the surface
that is going to be the reflective surface of the mirror; (2)
assign to this a material and a color; (3) adapt reflected color
and perform some small tuning to improve appealing of the
reflection. It is important to limit the maximum number of
reflections among the rendering options when there is more
than one mirror in the same scene.

3.2. Mirrors in OpenGL: The Stencil Buffer Approach

Other than using Raytracing and Texture Mapping, a differ-
ent solution employs the Stencil buffer and multi-pass ren-
dering. The Stencil buffer is a component first developed by
Silicon Graphics at the end of the ‘80s [AJ88], and it was
fully integrated in the mass-market 3D chips ten years af-
ter [Kil99]. Like the z-buffer, it performs particular tests on
a per-pixel basis to determine if the pixel can be drawn or
not, thus acting exactly like a stencil. The Stencil buffer al-
lows for tagging pixels in the framebuffer as belonging or not
to the mirror surface. A simple algorithm would include: (1)
draw all the objects in the scene, mirrors excluded; (2) en-
able stencil test and disable the colors; (3) draw the surface
of the mirror in a way that updates the Stencil buffer; (4) flip
the scene through the mirror’s plane and enable the colors;

(5) draw again all the objects, mirrors included, only where
the stencil buffer has been updated (i.e. inside the mirror);
(6) disable stencil test.

When the visible part of the mirror is drawn in (3), a
unique value is stored in the positions of the Stencil buffer
corresponding to the pixels. That value tags those pixels as
“belonging to the mirror”. When in step (5) the flipped scene
is being drawn, the Stencil test will prevent the application
to write in the pixels that are not marked with the mirror’s
tag value. The solution above is a simplified version of the
real one, that has to cope with depth buffer, clipping planes,
illumination and so on. Nevertheless, it is sufficient to un-
derstand the basics of this approach. Please note that a smart
use of the Stencil buffer also includes simulating shadows,
highlights, etc., which explains why this was included since
the earliest specifications of OpenGL. [Arc]

3.3. Multiple Mirrors Reflections

Sometimes in the same scene there is more than one mirror
to render. Such cases can be very complicated to deal with.
In fact, not only a mirror reflect the other mirrors, but it will
also reflect the reflections of the other mirrors. Let us con-
sider a simple scenario where two mirrors are placed one in
front of the other, they may reflect each other infinite times!
The figure 2 shows an example. If time is not an important
issue, raytracing can be used. However, only a finite number
of reflections should be allowed. In fact, no existing tech-
nique is able to render mirrors reflecting each others infinite
times, and a reasonable limit should be set depending on the
technique and hardware used.

In 1996 Diefenbach presented the Stencil buffer algorithm
but in a recursive fashion, making it feasible to solve the
multiple mirrors problem [Die96]. It follows a description
of the Diefenbach’s solution through a pseudo-code labeled
as theDraw_Scene_Recursivelyfunction.

1. enable stencil test: passes only if the reference
value equals the current_depth;

2. draw all the objects in the scene, mirrors ex-
cluded;

3. disable the colors;
4. for each mirror in the scene:

a. draw the surface of the mirror: update the
stencil buffer by incrementing the value;

b. flip the scene through the mirror’s plane and
enable the colors;

c. if current_depth 6= maximum_depth call
Draw_Scene_Recursively(current_depth+1);

d. disable colors and draw again the surface of
the mirror: update the stencil buffer decre-
menting the reference value;

5. enable colors and return.

This elegant solution makes a smart use of the Stencil
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Figure 2: Multiple reflections: (a) real photograph, (b) raytraced with a reflection limit set to 5, (c) raytraced with maximum 8
reflections, (d) rendered with the OpenGL application and 8 levels of reflections.

buffer, using it as a counter to track the number of the nested
reflections, so that any two reflections will not be "mixed
up" in the same mirror. A drawback of this simple version
of the algorithm is the excessive load of calculations, given
by an exponential growth of the recursive calls. In a scene
with two mirrors, ifn is the “maximum_depth”, the function
above will be called2n times. It is clear that optimization
strategies must be adopted.

4. The Proposed Approach

The main goal of the presented work is to investigate the re-
alization of a multi-model presentation of a real work of art
based on the use of different media (e.g. photography, vir-
tual reality) and different presentation modalities (e.g. ob-
servation, interaction). The multi-modal presentation is in-
vestigated through the analysis of the type of installation in-
troduced in section1, the Mirror Cube. Different aspects, as
well as the concept itself of the work-of-art of interest, can
be appreciated by means of: photographic documentation,
animated virtual demos, and interactive demo applications.
In particular, the work-of-art presentation modalities can be
classified as in the following. Please note that the three pre-
sentation modalities can be performed independently of one
another.

• Real Observation: observation of the real object through
still photographs and movie sequences. Pictures and
movies are the main form of visual documentation used
since their introduction and they are something that every-
body is familiar with. This is the reason here they are re-
ferred as “real observation” in spite of their two dimen-
sional nature. In the scope of this project only still pho-
tographs are taken into account and their usage will con-
stitute the basis of the successive work. Hence the more
pictures are taken the more material will be later avail-
able.
The Mirror Cube is photographed against a neutral back-
ground. The camera should have high resolution and sup-
port the focus for close-up pictures, so that every picture is
very detailed. A large number of pictures should be taken,
but only few of them should be selected for the photo-
graphic presentation, i.e. the most representative ones.

• Virtual Animation : computer generated animation of vir-
tual objects. The animation should consist of a sequence
of views of the virtual work of art changing its configu-
ration. The sequences should be merged in a video with
duration of about1 or 2 minutes. The user is not provided
with any kind of interaction in this presentation, only
with the basic commands for video reproduction (i.e.play,
stop, pauseetc.). The video should be graphically appeal-
ing, therefore high quality rendering techniques should be
used.
The Mirror Cube is modeled using the Maya software.
This model will be the starting point for both the anima-
tion made in Maya and of the interactive application in
OpenGL.
In the video animation, every scene will be the result of
a batch rendering of a number of frames in Maya. From
scene to scene the object does not change configuration,
only the position of the camera is different in order to keep
continuity in time. A software tool for video editing must
be used to join the scenes all together and export them in
a video format (e.g. the.AVI format).

• Virtual Interaction : computer generated interactive ren-
dering of virtual objects. The interactive application can
render less accurate graphics, finding the best trade-offs
between image quality and real-time performance on or-
dinary computers. The user will be given the instruments
to change the configuration of the object at his/her will,
without breaking the physical constraints such as tearing
its components apart or consuming the object material.
The interactive application is expected to import the
geometry of the Mirror Cube which has been built us-
ing the Maya software and then interactively render this
object. The interactive application is implemented in
OpenGL which is also able to simulate mirror reflections
by the use of the Stencil buffer.
The programming language chosen for the interactive ap-
plication is C++, since it is powerful, versatile and un-
countable tutorials are available on the internet about the
combined use C++/OpenGL. In fact, even if Java and
Java3D libraries support the use of the Stencil buffer (re-
cently added in Java3D version 1.4) they still do not al-
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low for multi-pass rendering (i.e. rendering multiple times
with different parameters within a single frame).

4.1. Motivation

The work-of-art presentation concept aims at different re-
sults. The video animation certainly goes for the quality of
the image. The rendering process is performed only once per
frame, therefore an approach based on Raytracing best suits
as a solution for the problems of mirror simulation in this
case. A short movie will probably be just enough to under-
stand the structure of the object and its functionality, how-
ever even if graphically appealing it will not be sufficient
to satisfy the curiosity of a normal user, who may wonder:
“what if I look at it from this point of view, in this particu-
lar configuration?”. The above question is just an example
of the limits of a presentation based only on animations or
photographic observations. Therefore the need and so the ad-
vantage of an interactive presentation. In particular, the user
will be able to get answers to questions like the above one by
manipulating the virtual object in the real-time. The quality
of the graphics is expected lower when compared with the
video animation. Nevertheless, the reflections will be cor-
rectly rendered up to a predefined level of depth.

The use of the Stencil buffer approach in OpenGL al-
lows for high speed performance being that the Stencil test
as well as the depth test are implemented in hardware. In
fact, nobody seems to propose methods alternative to the
depth test to establish object visibility for this type of ap-
plication. The use of the Stencil buffer approach has any-
way the consequence that the illumination is not correctly
estimated [Kil99]. In fact, the cube mirrors increase the il-
lumination level in the scene as consequence of the mirror
reflection. This leads to the fact that some parts of the object
are illuminated even though they are not hit directly by light
source. If instead than the OpenGL Stencil buffer approach,
the scene illumination would be estimated by a Raytracing
method, the above problem would not take place.

The proposed approach of using recursive mirror reflec-
tions is not new. However, a method designed and imple-
mented for rotating mirrors seems to be quite unique (the au-
thors could not find examples of similar applications). The
reader should note that in case of rotating mirrors the ap-
pearance of the reflection plane needs to be continuously re-
estimated as well as the visibility of a mirror from the other
mirrors reflections.

5. Implementation

5.1. Real Observation: Photographic Presentation

Over160pictures were taken in three photographic sessions.
Two digital cameras with different resolutions were used.
Furthermore, for practical reasons and for a more suitable

presentation, the pictures were grouped into four sets accord-
ing to the following concepts: exterior appearance, function-
ality, artistic nature, infinite reflections effects. In particular:
- Exterior Appearance.The Cube is shown from outside,
closed. The work of art is the only visible object. The view
is prospective, so that it is possible to see different faces at
the same time and appreciate the composition made by the
lines. Samples are shown in fig.1.
- Functionality.It describes the possibilities of opening the
Cube. The faces are shown half opened and no relevance is
given to other features of the object, like the reflections or
the wooden stick. Samples are given in fig.1.
- Artistic Nature.It gives the idea of what this object is all
about: a mixture of reality and virtuality, with the real object
views (e.g. the wooden stick) that merge with the reflections
on the mirrors and also with the lines painted on the exterior
case. Samples are given in fig.3.
- Infinite Reflections Effects.A collection of pictures interest-
ing merely from a photographic point of view. They provide
an interesting view of the optical effects achievable with six
mirrors. The greatest challenge is to reproduce these effects
in the virtual representations of the work of art. Examples of
this challenge are depicted in fig.2.

5.2. Virtual Animation: Model, Textures and Animation

The Maya software was used to create the model of the Mir-
ror Cube, and to produce an animated video sequence of the
object, rendered withMental Ray. The work-of-art is mod-
eled as a collection of boxes (including the mirrors) properly
grouped in order to represent the real object transformations,
so that the same transformation would affect objects which
are actually connected together. A hierarchy is set connect-
ing rotating actions.

Figure 4: The model of the Cube with Mirrors just created
in Maya.

The external surface is textured with six pictures of the
real object to correctly reproduce each orthogonal face. The
pictures were then elaborated inAdobe Photoshop, (a popu-
lar software for image processing). A bump effect is added

c© The Eurographics Association 2006.



S. Livatino & D. Cuciti & A. Wojciechowki / Multi-Modal Presentation of Work of Arts in VR

(a) (b) (c) (d)

Figure 3: The artistic nature of the object: (a)&(b) real photographs, (c) raytraced with Mental Ray, (d) rendered with the
OpenGL application.

to all these textures, to give the impression of a rough sur-
face as it is in reality. The mirror texture is simulated using
ad hoc material in Maya and only some parameters need to
be set. These are: number of maximum reflections, reflection
color, diffuse color and few others. The Raytracing routines
will take care of all the calculations. The wooden stick is
textured with predefined material.

Once all the materials have been applied, the model is
ready to be rendered. Every rendered image should differ
from the previous ones in either position of the camera or
configuration of the object or both. In Maya this is easily
done with the use of keyframing. A finite number of frames
is selected as a “key” frame for that object. All the frames
in between two keyframes are linearly interpolated together
with their properties. The same keyframe technique is ap-
plied to many objects at the same time and to the camera as
well.

All frames are then rendered in a batch job, saved as im-
ages, and imported in a program likeAdobe Premiere, (a
video editing tool allowing for exporting the sequence in a
movie file). Samples from this sequence are shown in fig.3.
In order to make a complete video presentation many se-
quences occur, with a well defined storyboard.

5.3. Virtual Interaction: OpenGL and Stencil Buffer

The interactive application is written in C++ programming
language using OpenGL libraries. It can be divided in four
functional modules. One is active only during the initializa-
tion while the other modules are performed continuously to
drive the interaction and the rendering. The “model load-
ing” module manages loading the model previously drawn
in Maya into the memory. This part of the program is cru-
cial for performances because it generates the display lists.
At the end of the model loading routine, four display lists
are ready to be used, simplifying the rendering code and im-
proving its speed.

The cube faces need to be assembled all together before
visualization. There are two functions named:doTransform
and undoTransformwhich perform translations and rota-
tions according to object structure and user required actions.

These functions are called during rendering in order to draw
the whole model. The following pseudo-code describes the
rendering process:

1. doTransform(0)
2. call the display list of the wooden stick
3. draw the face
4. for n = 1 to 3

a. doTransform(n)
b. draw the face
c. undoTransform(n)

5. doTransform(4)
6. draw the face
7. doTransform(5)
8. draw the face
9. undoTransform(5)

10. undoTransform(4)
11. undoTransform(0)

Notice that the starting point for the transformation5
is transformation number4. While in transformation0 the
global position for the object in the space is set.

The user should be able to interact with the object with a
simple and intuitive use of common input peripherals as the
mouse or the keyboard. A requirement is also the possibil-
ity to change the point of view, (rotating the object and per-
forming zoom in-out). The user should be able to open each
face independently from the others in respect of the physical
constraint of the joints. A function with the task of updating
those angles is called at every frame, resulting in an anima-
tion. The function increases/decreases the angle according
to the status of the face. The user is allowed for stopping
the animation at any given point. Each face along with the
rotational angle has then got a status variable which can be
either “opening”, “closing” or “stop”.

5.4. Managing Multiple Mirrors

The recursive approach previously described is believed to
be straightforward for rendering the six mirrors that are
present in the scene. But first, a few considerations to reduce
the overhead of the recursion have to be made: (1) a mirror
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might not be facing the viewer, thus its reflective surface is
not visible; (2) flat mirrors cannot reflect itself directly.

The rendering is implemented through three main func-
tions appositely created for our application:

- drawObjects()
- mirror_view(int depth, int current_mirror)
- DrawGLScene(int depth, int current_mirror)

The drawObjectsfunction calls the display lists as de-
signed for this application with the only exception that it
does not call the list of the mirror’s surface.
Themirror_viewfunction creates the reflected view from the
current mirror by performing the following operations:

a. increasing the Stencil buffer where the surface is visible;
b. reset z-buffer in visible areas;
c. fill visible areas with background color;
d. create and set the clipping plane;
e. set the transformation matrix for the mirrored scene;
f. call the “DrawGLScene” function;
g. resume the transformation matrix;
h. disable the clipping plane;
i. draw mirror’s polygon with gray light (blending enabled);
l. increase Stencil buffer values where the surface is visible.

When the current depth is equal to the established maxi-
mum depth, the function will skip those steps and will only
renders a gray polygon with full opacity, so that there will
not be any more recursive calls.
The DrawGLSceneis the main rendering function. It first
calls thedrawObjectsroutine. Then for each mirror in the
scene, it applies the required transformation and, if the mir-
ror is visible and it is not the current mirror (which reflection
it is being drawn), the call to themirror_view is performed.

6. Testing and Discussion

Test Design.A testing phase is performed for the computer
animation and the interactive application. The focus is on:
(1) the quality of the rendered images; (2) the speed per-
formance of the interactive application. The quality of the
rendered images is observed by comparing the real pictures
with screen-shots taken from the two means of presentation.
The speed performance (responsiveness of the application
to input commands) is tested for different levels of reflec-
tions. The level of photo-realism in the generated images is
expected higher for the virtual animation, but it is important
to find out what exactly makes the Maya application better
than the OpenGL one. The speed performance is expected
to exponentially decrease with the increasing of the depth
of recursion. Though, it is interesting to investigate the cir-
cumstances in which the simple mechanism of pruning the
recursion improves the responsiveness. The results are ex-
pected to provide basic insights for future optimizations.

Test Results: Quality of the Image. The figures3.c
and 3.d are screen-shots taken from rendering sessions in

Maya and in OpenGL. Surprisingly, the quality of the im-
ages rendered in OpenGL is not far from that of the images
generated in Maya. In particular, if we only consider the ex-
ternal views of the object, it is the illumination of the surface
a major contributor. This happens because the illumination
in OpenGL is calculated once for each polygon vertex and it
is then interpolated for the pixel belonging to the area en-
closed among the polygon edges. On the contrary, in the
ray-traced solution the illumination is calculated per each
pixel. This difference appears to be very small to notice in
the obtained result shown in fig.3. Nevertheless, when it
comes to the internal views, the wooden stick appears bet-
ter textured when using Maya. Concerning the rendering of
the reflections, these are correctly drawn for both render-
ing techniques, however a more accurate light calculation
makes a greater difference. Interesting, in case of screen-
shots taken inside the closed cube, the reflections are iden-
ticals. Nevertheless, the reflections generated by Maya may
produce “strange” transparencies, whereas the ones gener-
ated by OpenGL using the Stencil buffer may appear with a
“strange” background with gray cubes.

Test Results: Speed Performance.The “speed” perfor-
mance test is done on a laptop with an Intel Celeron CPU
of 2.8GHz, 512MB of RAM and an integrated Intel video
card of 64MB of shared memory. Starting from a maximum
depth of1 reflection, the program is run. The framerate is
rather constant during the manipulation of the object. Same
observations are made for the maximum depth of2 and 3
reflections, but in the latter the movements are less smooth
when some faces are closed and visible. When the number
of reflections is set to4 the problems come. In particular,
in cases when the cube is completely opened, the computa-
tion speed is still acceptable, however, while closing one by
one the faces the system performs slower and slower. If the
cube is rotated in a way that the closed faces do not point to-
ward the viewer, then an increase of framerate is noted. With
all faces closed, even if no mirror is visible, the calculations
are still made for the mirrors which surfaces are facing the
viewer. A level of depth set to6 makes the system too slow
to enjoy the graphic effect. Still, when the faces are almost
all opened the framerate is like it was with only1 reflection.

Discussion.The results of the “quality” test were encour-
aging. All mirrors accurately reflect the scene and the other
mirrors image. Aspects to improve are:
- increase the tessellation in the geometry, so that more ac-
curate shading calculation will be performed, resulting in a
surfaced lightened more realistically in the interactive appli-
cation;
- improve the texture of the wooden stick within the interac-
tive application;
- fix the transparencies problem spotted in fig.2;
- find an alternative solution for the algorithm when it
reaches the limit of the recursion, to avoid the gray cubes
background artifact.
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The result of the “speed” performance test showed that
there is still a long way to go before the algorithm can be
said properly optimized. In fact, most of the recursive calls
are called even though they do not yield any contribution
to the frame (e.g. in case the view point is placed outside
the cube). A small success in the meantime is achieved by
pruning the tree of the recursive calls. There still is a large
room for improvement and optimization. The most relevant
help in this direction comes from an extension to OpenGL,
recently added among the official extensions approved by
ARB, that in this case would allow for discovering whether
a mirror is drawn in the framebuffer (i.e. it will be displayed
on the screen) or not. With this extra information it is pos-
sible to calculate only the reflections that are contributing
to the image, reducing the computational complexity of the
algorithm.

7. Conclusion

In a clear perspective of considering Virtual Reality a valid
instrument that can provide aid to Visual Arts, this paper
successfully produced a multi-modal presentation of a time-
spatial work of art, the Mirror Cube. The contribution of vir-
tual reality consists of making this piece of contemporary art
remotely available, overcoming the need of physical pres-
ence to appreciate such objects that are meant to reveal their
nature through transformations of their components. The fi-
nal product consists of a multi-media multi-modal presenta-
tion, embodying three forms of exhibitions: (1) photographic
documentation; (2) a computer generated movie; (3) an in-
teractive application in virtual reality. Each of these parts
was generated trying to fulfill the gaps that the others would
leave, e.g. the interactive application alone would not give
the graphic details that a high quality animation and the real
pictures can provide.

A main focus was also the investigation of rendering tech-
niques for scenes with multiple mirrors, (leading to poten-
tially infinite numbers of reflections), so the design and the
implementation of such a system. Among the various ap-
proaches analyzed, the one using OpenGL libraries and the
Stencil buffer were preferred. In fact, the Stencil buffer is
very common in the commercial video cards, and it solves
the problem up to a relatively small number of nested re-
flections. When “too many” nested reflections are involved a
slow response to user commands may be experienced, how-
ever, there is large room for optimizations.

The presented work provides many aspects open to further
development. For example, adding the support for the mouse
and data gloves could be an interesting challenge. Another
aspect worth to investigate would be to develop one or more
solutions for 3D stereo visualization, aiming at increasing
the “sense of presence” during the presentation. A further
very promising aspect to investigate which is related to the
interactive application and the implementation of a recursive
algorithm, it is the re-use of such an approach in computer

games applications. In case of a first person shooter game
it is the main character who performs actions, it will con-
sequently be of great interest and very engaging, the case
when the character would enter a room full of mirrors, where
the reflection would respond accordingly to character move-
ments. Let us imagine for example the case of two or more
mirrors sitting one in front of each other (and even in dif-
ferent but communicating rooms). This type of graphical ef-
fects, despite very challenging to implement, is expected to
encounter great success among game users.
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